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Problem: Learning fair classifier with causal graph Proposed method Experimental results
'|InPUtI Main idea: Make Yjeo = Yacir = 00r Yaco = Yacqr = 1 We compared our method with the following four baselines:
Training data Minimize loss Lg + for all individuals (i.e., regardless of input feature value & ) 1. FIO [3]: constrains the expected value of PSEs
-n“-- penalty on unfairness Gy 1. Penaltv bv upver bound on PIU 2. PSCEF [4]: aims to reduce the conditional expected value of PSEs
Sensitive | : Y PY PP 3. Unconstrained: imposes no fairness constraint or penalty
Female Accept min Z Lo(xi,yi) + AGo(21, ..., @n) To achieve this goal, we force probability of individual unfairness (PIU) 4. Remove [5]: not use any features that are affected by sensitive feature
s b 1 5 e to be zero, whose upper bound can be derived as

Table 2 and Figure 2 shows the test accuracy and the four statistics of
I . R . LK) L] [ ] [ ]
P(YA w0 F Y1 H7T) < 2P (YA w0 # Y H7T) | unfairness: (i) the expected value of PSEs, (ii) the std. in conditional

Male C 2 C Reject

L )

| . . .
X = {A,Q, D, M} : Features of each individual expected values of PSEs, (iii) Upper bound on PIU, and (iv) PIU.
Causal graph PMupper bound on PIU
- Table 2: Test accuracy (%) on each dataset
P (YA¢07YA<:1H7T) — P<YA<:O)P(YA<:1H7T)
: ; L R hich : Method Synth  German Adult
Children l -|Output| is an independent joint distribution, which can be inferred .
Gender — - from data without any restrictive functional assumptions Proposed 80.0 0.9 75.0 75.2 | Proposed achieved comparable
| Fair binary classifier F10 848 £ 0.6 780  8l.2 | jccuracy to PSCF.
(Given by experts or b X T ke th b d val lose t the estimator of PSCF 48 +t16 760 734
_ estimated from data) é( ) O make the uppet bound value ¢ OS? © Zer(?’ We use the estmator o Unconstrained 88.2 £ 0.9 &81.0 83.2
P/ (Ypeo # Y4 1||x) @S penalty function, which is formulated as Remove 76.9 1.3 73.0 747

AA<:1H7T(1 B AA<:O) + (1 . AA<:1H7T)Z§A<:O

Avoid imposing unnecessary fairness constraints Go(T1,...,Tn) = Py P Py o Figure 2: Four statistics of unfairness on test data
using causal graph that expresses what is unfair where 78 and p¢ ="' are estimator of P(Ya«<o =1) and P(Yac1yr = 1). 05 (ii) E—
‘ Example 1: Hiring decisions for physically-demanding jobs ‘ In Example 1, they are given as weighted aver ages of cy(X) =P(Y = 1|X): 3 0.4 | -1F)Is(():F
) Aslr _ S L .
Following reasons for rejection is unfair: py " = Z 1(a; = 0)ico(ai, girdiymi) By Z; 1(ai = 1)wico(as, ¢i, di, m:) T .20.3 =D
1. female (A — Y ) 2. female, has no child (A — D — YY) " é E : :
y = 20.2
while following is fair: 2. Comparison with existing fairness constraint S 5 Wlt.h l.)mposed’ all unfairness
3. female, has little physical strength (A — M — Y) . . . . 7 £0.1 statistics were close to zero.
' ’ Our method aims to satisfy the following condition: 0o 0
To formulate Ggbased on unfair pathwaysm={4 - Y, A~ D =V}, 13‘94<:1||7r( 1 — 5<% + (1 - “94<:1”7r)13§4<:0 =9 Synth German Adult Synth PSCF failed to reduce the

Gy (iv)

we measure the unfairness as path-specific causal effects (PSEs) [1]. . " IO hod 131 be follow | 1.0 ‘ 3 0.5 | std. in conditional expected
y contrast, the lelstmg method [3] imposes the following one: > 08 | L 0.4 | values of PSEs (i.e., (ii))
/ AA<=1 T AA<0 / .
.« g — — <d because the data violates the
Weaknesses of existing methods 0 < Pp~ <0 tos - W ol o3 e becau .
. . . : . 2 = unctional assumptions.
Table 1: Comparison with existing methods Figure 1: Feasible regions of our constraint (red) and FIO (blue) FRrIEE B e 0.2
' 6=0.2,6' =0.1 6=0.8,0 =0.4 oo B0 BB BB /. B H
Method Individually fair Functional assumptions 1.0 [ Proposed] 4% 1.0 D& 0.2 o W 0.1
Our method Yes Unnecessary 0.8 IO | 48 0.8 0~ Synth German Adult Synth
PSCF Yes Necessary
FI0O No Unnecessary pgu:lllvro 6 | pgu:lllvro 0
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